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CASE STUDY 2 – THE AFRICAN TRADITIONAL 
MOTIFS FABRIC DESIGN

Hands-on exercise
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These slides are part of the Topic 8 on “Introduction to 
Artificial Intelligence and Machine Learning” of the course 
on Digital skills in Textile and clothing industry. 

Check also the main presentation in this topic, as well as 
the additional reading resources, available in the ICT-TEX 
platform.
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Problem

• New fabric design is quite challenging task, especially when 
you need to fulfill some requirements, like adapting traditional 
motifs in fabric design, or following the trends in the color 
schemes for the next fashion season, etc.

• In this use case we need to investigate the African traditional 
motifs in fabric design and to select different patterns on which 
base to be designed new “African” fabric designs
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Problem

• There is a huge variety of African fabric motifs. We will 
investigate big data image samples and on which base will be 
discovered different typical African motifs

• The designer will use the discovered groups of motifs as a basis 
for new fabric design development
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Data
• We need dataset that 

contain images with Africa 
fabric motifs

• Searching for some open 
data sets we identify the 
„African Fabric Images” in 
Kaggle that perfectly fits the 
problem needs.

• Please, download the 
dataset locally on your 
computer.
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https://www.kaggle.com/mikuns/african-fabric
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Sample of the African Fabric images
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Framework
• For processing data, we will use 

Orange Data Mining Framework  –
free software that provides the 
basic AI tools in user friendly 
format that is appropriate for use 
even from non-technical users.

• (https://orangedatamining.com/ )
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Setup

• The core version of Orange 
contains basic functionalities only. 
You need to install some add-ons 
for Image processing.

• Please, before start ensure that 
Image Analytics panel is installed
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Step 1

• Create “New Project”

• Select from “Image 
Analytics” toolkit the 
widget “Import Images”

• Set the source folder to 
be the one that contains 
your datasets
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For more information about this widget: https://orangedatamining.com/widget-catalog/image-analytics/importimages/
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Step 2
To inspect the content 
of the loaded dataset 
can be added widget 
“Image Viewer” and 
“Data table” widget 
from panel Data
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Step 3

12

• To identify similarity between images we can used Image Embeddings widget, that 
uses pretrained Deep Learning models over ImageNet data set. (http://image-
net.org/index ). For this study we will use InceptionV3 - Google’s deep neural 
network for image recognition. 

• To view Image Embeddings can be used Image Grid widget. Note that more similar 
images are positioned more closely in the grid

• The Image Embeddings transforms the images features to vectors. Those vectors can 
be explored through Data Table view. Please, note that there are generated 2048 
new columns representing features with numeric values.
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Step 5
• The dataset of images for African fabric stains is 

already preprocessed and ready for application of 
ML methods

• Separation of the dataset on similar images is a 
clusterization task, that is a type of unsupervised 
learning
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Clustering Methods
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• Because we do not know in advance to how many groups should be 
clustered dataset, there are the following options:

– To find the distances between different images, using some distance metric 
and then to use hierarchical clustering

– To explore and evaluate different numbers of clusters using density-based 
clustering
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Distance metric

17

𝑓: 𝐴 × 𝐴 → ℝ is called metric if

a) 𝑓(𝑎, 𝑏) ≥ 0 for each 𝑎, 𝑏 𝐴

b) 𝑓(𝑎, 𝑎) = 0

c) 𝑓(𝑎, 𝑏) = 𝑓(𝑏, 𝑎)

d) 𝑓(𝑎, 𝑏) + 𝑓(𝑏, 𝑐) ≥ 𝑓(𝑎, 𝑐)
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Hamming distance

Two vectors:

𝑎 = {𝑎1, 𝑎2, …… . . , 𝑎𝑛}
𝑏 = {𝑏1, 𝑏2, …… . . , 𝑏𝑛}

Function  𝜌(𝑎, 𝑏) = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑖 ≠ 𝑏𝑖 ,  i=1,2,….,n is 
called Hamming distance.

( number of corrections, necessary to be made in order two vectors to be 
the same)
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Example 1

𝑎 = (𝟎, 𝟏, 0, 1, 𝟏, 𝟎, 0)
𝑏 = (𝟏, 𝟎 , 0, 1, 𝟎, 𝟏, 0)

𝜌(𝑎, 𝑏) = 4
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Example 2
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Applications

• The Hamming distance is named after Richard Hamming, who 
introduced it in his fundamental paper on Hamming codes Error 
detecting and error correcting codes in 1950.

• It is used in telecommunication to count the number of flipped bits in a 
fixed-length binary word as an estimate of error, and therefore is 
sometimes called the signal distance. 

• Hamming weight analysis of bits is used in several disciplines including 
information theory, coding theory, and cryptography. 
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Euclidean Distance

𝑎 = 𝑥1, 𝑦1

𝑏 = (𝑥2, 𝑦2)

points in Cartesian Coordinate system

Euclidean metric

𝒉(𝒂, 𝒃) = ( ) ( )221

2

21 yyxx −+−
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Euclidean Distance

a(x1,y1) 

b(x2,y2) 

h(a,b) 

x1 x2 

y2 

y1 
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Example
Map showing the direction of the nearest town for each location.

Copyright images. Source: https://pro.arcgis.com/en/pro-app/latest/tool-reference/spatial-analyst/understanding-euclidean-distance-analysis.htm
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Examples

25

Copyright images. Source: https://www.semanticscholar.org/paper/Hamming-Distance-Metric-Learning-Norouzi-Fleet/1e05247708515d45166ef96a153f4e22811aa2c6/figure/2

Published in: NIPS 2012, Hamming Distance Metric Learning, Mohammad Norouzi, David J. Fleet, R. Salakhutdinov
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Manhattan distance
Manhattan distance between two points

𝑝1 = 𝑥1, 𝑦1
𝑝2 = 𝑥2, 𝑦2
𝑑(𝑝1, 𝑝2) = |𝑥1 − 𝑥2| + |𝑦1 − 𝑦2|

Also called city block distance and taxicab geometry

Image source (License - Public Domain): https://en.wikipedia.org/wiki/Taxicab_geometry#/media/File:Manhattan_distance.svg
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Cosine distance
The similarity metric between two vectors

𝑑𝑎 = 𝑤𝑎1, 𝑤𝑎2, ⋯ , 𝑤𝑎𝑛 and 

𝑑𝑏 = 𝑤𝑏1, 𝑤𝑏2, ⋯ , 𝑤𝑏𝑛

is defined as follows:

𝑠 𝑑𝑎, 𝑑𝑏 = cos 𝜃 =
𝑑𝑎 ∙ 𝑑𝑏
𝑑𝑎 𝑑𝑏

Where

𝑑𝑎 = 𝑤𝑎1
2 + 𝑤𝑎2

2 +⋯+𝑤𝑎𝑛
2

𝑑𝑎 ∙ 𝑑𝑏 = 𝑤𝑎1𝑤𝑏1 + 𝑤𝑎2𝑤𝑏2 +⋯+𝑤𝑎𝑛𝑤𝑏𝑛

Thus cos 𝜃 = 1 iff both vectors are exactly the same, and

cos 𝜃 = 0 for totally different vectors.
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Pearson 
Correlation

A Pearson correlation is a number 

between -1 and +1 that indicates to 

which extent 2 variables X and Y 

are linearly related.

𝑟 =
σ 𝑋 − ത𝑋 σ 𝑌 − ത𝑌

σ 𝑋 − ത𝑋 2 σ 𝑌 − ത𝑌 2

Where ഥ𝑋 is the mean of X 

variable, and ഥ𝑌 is the mean of 

Y variable
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Examples
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Spearman 
correlation

A Spearman rank correlation is a number between -1 and +1 that indicates 

to what extent 2 variables X and Y are monotonously related.
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Step 6

• For measuring distances, we 
select the widget Distances 
and a distance metric

• You can explore different 
distance metrics

• Please note, that the 
calculation of distance 
metrics can take some time.
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Step 7

The Distance Map widget 
allows to visualize the 
distances between 
images.

It easily can be seen that 
there is a high variety of 
image in the dataset and 
there hardly can be 
distinguished some 
clusters.
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Step 8
Hierarchical clustering 
widget partitions the 
images in clusters.

You can explore different 
Linkage and Selection 
parameters

33
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Step 9
To examine the clustering 
results can be used Datasets 
table and Image viewer.

You can select the images from 
some cluster and visualize only 
them for manual evaluation of 
their similarity. 

Please note, that you can first 
click on the “Cluster” column 
header in order to group by 
cluster all data rows
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Examples for clusters for some hyper parameters

• Metric: Spearman

• Linkage: Weighted

• Selection: Height ratio: 75%

• Metric: Absolute Spearman

• Linkage: Weighted

• Selection: Height ratio: 75%
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Examples for clusters for some hyper parameters

• Metric: Absolute Pearson

• Linkage: Complete

• Selection: Height ratio: 75%

• Metric: Pearson

• Linkage: Complete

• Selection: Height ratio: 75%
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Step 10
To explore and evaluate different 

numbers of clusters using density-

based clustering we can use k-

Means widget

Because we do not know the 

number of clusters, we can specify 

a range in which will be explored 

the value K and the result models 

will be scored.

The best model is the one with the 

highest score.

In the current example the best 

model is for K=2, i.e. 2 clusters

Introduction to Artificial Intelligence and 
Machine Learning - Case study 2

ICT-TEX course on Digital skills



Sofia University
“St. Kliment Ohridski
est. 1888

38

Step 11
Like in Step 9 we add data 

table and image viewer widgets 

for manual inspection of 

clusters.

For such rich dataset, splitting 

the images in two datasets, 

means that only some of the 

features are taken in 

consideration. It is quite difficult 

to determine the similarity by 

the fabrics design in these two 

clusters.
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Discussion
• The results of ML clusterization models show that the best result have:

– Metric: (Absolute) Pearson

– Linkage: Complete

– Selection: Height ratio: 75%

• The huge variety of patterns, needs the dataset to be splitted in too 
many clusters. 

• The results of demonstrated ML classification models are promising and 
show that the task can be solved with satisfactory precision for stain 
detection in fabric manufacturing.
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• The material of these slides is based on the following resources: 

– Applications of AI in Textile Industry
https://frontier.cool/blogposts/importance-machine-learning-textile-industry

– Orange widget catalog:
https://orangedatamining.com/widget-catalog/

– Orange Data Mining Framework:
https://orangedatamining.com/

– Distance Metrics:
https://medium.com/analytics-vidhya/various-types-of-distance-metrics-
machine-learning-cc9d4698c2da
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